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Roboty

A co z Panem Bogiem?

A co z Panem Bogiem?

Elon Musk, zatozyciel Tesla Motors, ostrzega — w ciggu pieciu lat roboty mogq zagrazacé
cztowiekowi.

Elon Musk wtgczyt sie do dyskusiji na futurologicznym forum Egde.org, ostrzegajac
czytelnikdw, ze rozwdj sztucznej inteligencji moze doprowadzi¢ do sytuacji, w ktorej roboty
bedg decydowac o zabijaniu ludzi — relacjonuje serwis Businessinsider.

Zatozyciel Tesla Motors ocenia, ze cos naprawde groznego moze sie wydarzy¢ w
perspektywie 5 lat. W odpowiedzi na zarzuty o ,dziwaczne” prognozy, Musk ttumaczyt, Zze jego
przewidywania nie sg bajkami o zelaznym wilku, a on sam nie pisze o czyms, czego nie
rozumie. Po kliku minutach jednak post Elona Muska zostat usuniety.

Robot, praca, monitoring

Powstanie sztucznej inteligencji to kwestia czasu. Szacuje sie, ze ludzko$¢ stworzy jg
pomiedzy 2040, a 2050 rokiem. A kilka dekad pdzniej sztuczna inteligencja wyprzedzi w
swoich mozliwosciach ludzkg i stanie sie... autonomiczna.

Od filozofow starozytnej Grecjipo prekursorke powiesci science-fiction Mary Shelley —
ludzie wszystkich epok mieli podobng obawe: ze wynalazki zaczng zy¢ wtasnym zyciem i
stang sie potezniejsze niz jego tworcy.

Obawa ta nie jest obca takze wspotczesnym. Wielu naukowcdw boi sie, ze sztuczna
inteligencja z czasem przewyzszy cztowieka. Obawy te nie sg pozbawione swoich racji i w
perspektywie dtugoterminowej ryzyka z tym zwigzane powinny byc ostroznie rozwazone.
Stworzenie sztucznej inteligencji opieratoby sie na zaprojektowaniu oprogramowania lub
maszyny, ktéra w sposob inteligentny mogtaby zrealizowac dany cel. Od lat dziedzina ta jest
jednak nasycona przesadnym optymizmem — naukowcom bowiem jest niezwykle trudno
stworzy¢ 0golng inteligencje, czy tez maszyne, ktora potrafitaby niezaleznie rozwigzywac
problemy i niczym cztowiek dostosowywacé sie do nowych warunkow.

Postep technologiczny jednak przyspiesza. Waskie aplikacje z pewnymi rodzajami sztucznej
inteligencji juz dzis sg dookota nas. Za przyktad moze postuzy¢ wyszukiwarka Google,
pokazujgca pozadane rezultaty, iPhone reagujacy na gtos wiasciciela, czy Amazon
sugerujacy, jakg ksigzke mozna jeszcze kupié. Juz dzis sztuczna inteligencja wygrywa z
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cztowiekiem w szachy. Z pewnoscig rozwinie sie rowniez w innych obszarach, takich jak
energetyka, nauka czy medycyna.

R&zni eksperci szacujg w ankiecie, ze gatunek ludzki wymysli sztuczng inteligencje pomiedzy
2040 a 2050 rokiem, zas$ kilka dekad pozniej sztuczna inteligencja wyprzedzi mozliwosci
cztowieka. Eksperci sugerujg takze, ze istnieje 33 proc. prawdopodobienstwo, ze taki rozwo;j
wydarzen bedzie dla ludzkosci ,zty” lub ,bardzo zty”.

Ankietowani eksperci nie sg jedynymi, ktorzy wyrazajg takie obawy. Elon Musk, tworca
PayPal i TeslaMotors, uwaza, ze sztuczna inteligencja moze by¢ nawet bardziej
niebezpieczna niz bomba atomowa. Z kolei stynny fizyk Stephen Hawking nazwat jg
,potencjalnie najlepszg lub najgorszg rzeczg w historii, jaka moze sie przytrafi¢ ludzkosci”.
Ludzie ci nie sg wariatami, a zatem o co caty szum?

Po pierwsze, postep sztucznej inteligenciji nie jest tatwy do bezposredniego zaobserwowania i
zmierzenia. Wraz ze wzrostem sity i autonomii sztucznej inteligencji moze wzrastac trudnos¢
W zrozumieniu i przewidzeniu jej dziatan. Sztuczna inteligencja moze bowiem ewoluowac
bardzo szybko i na wiele niespodziewanych sposobow.

Gtebsza obawa dotyczy sytuacji, w ktorej sztuczna inteligencja nie tylko przewyzszytaby
ludzka, ale stale sie ulepszata, tworzac za kazdym razem coraz doskonalsze wersje. W tym
wypadku motywy sztucznej inteligencji mogtyby stac sie coraz bardziej niejasne, jej logika
coraz bardziej nieprzenikniona, a jej zachowanie nieprzewidywalne. Stataby sie bardzo trudna
lub wrecz niemozliwa do kontroli.

Uzyjmy pewnego uproszczonego przyktadu. Samouczaca sie sztuczna inteligencja bytaby
zaprogramowana do obliczania dziesietnych liczby pi. W miare, jak stawataby sie coraz
bardziej inteligentna, zdecydowataby, ze w celu zwiekszenia swoich mocy obliczeniowych
zacznie wykorzystywac catg moc wszystkich komputeréow na Ziemi. Z czasem mogtoby sie
okazac, ze to wcigz za mato i potrzebuje wiekszych zasobow. | tak dalej. Rola ludzi w takim
scenariuszu nie jest oczywista. A moze jednak jest?

Choc¢ naukowcy i badacze zaczynajg brac te ryzyka coraz bardziej powaznie, przygotowanie
wielu z nich na takg dyskusje moze nie bedzie tatwe.

Jednym ze sposobow mogtoby by¢ przeprowadzenie eksperymentu w wirtualnym Swiecie,
gdzie mozna by poda¢ obserwacji ewolucje sztucznej inteligencji. W wyniku tego badania
tatwiejsze bytoby zidentyfikowanie potencjalnych niebezpieczenstw.

Drugim sposobem bytoby wkalkulowanie symulacji moralnosci w system sztucznej inteligenciji.
Naukowcy poczynili pewne postepy w stosowaniu tzw. logiki deontycznej (czyli logiki
obowigzkdéw i pozwolen) wobec robotow, aby ulepszy¢ ich mozliwosci rozumowania i
przewidywania zachowan. To samo mozna zastosowac do sztucznej inteligencji w ogole.
Mowigc bardziej prozaicznie, naukowcy z tego obszaru powinni opracowac ogoélne wytyczne
dla eksperymentowania ze sztuczng inteligencjag, aby méc przewidzieé rézne ryzyka z tym
zwigzane. Monitorowanie postepu technologicznego moze réwniez wymagac pewnego dnia
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globalnej wspétpracy politycznej, by¢ moze na podobnej zasadzie, jak dziata dzis
Miedzynarodowa Agencja Energii Atomowej.

Na razie nie ma powodow do paniki. Sztuczna inteligencja znajduje sie w poczatkowym
stadium. Dzieki niej pewnie uda sie stworzy¢ uzyteczne technologie oraz polepszyc¢ los wielu
ludzi. Ale bez odpowiedniego przygotowania, sztuczna inteligencja moze zamienic¢ sie w
potwora Frankensteina — duzego, nieprzewidywalnego i zupetnie odmiennego od wizji, ktorg
mieli jego tworcy.

Czytaj tez: Roboty zagrazajg rynkowi pracy. Czy potowa zawoddow przestanie istniec?
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